A multiscale and multiblock fuzzy C-means classification method for brain MR images
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Purpose: Classification of magnetic resonance (MR) images has many clinical and research applications. Because of multiple factors such as noise, intensity inhomogeneity, and partial volume effects, MR image classification can be challenging. Noise in MRI can cause the classified regions to become disconnected. Partial volume effects make the assignment of a single class to one region difficult. Because of intensity inhomogeneity, the intensity of the same tissue can vary with respect to the location of the tissue within the same image. The conventional “hard” classification method restricts each pixel exclusively to one class and often results in crisp results. Fuzzy C-mean (FCM) classification or “soft” segmentation has been extensively applied to MR images, in which pixels are partially classified into multiple classes using varying memberships to the classes. Standard FCM, however, is sensitive to noise and cannot effectively compensate for intensity inhomogeneities. This paper presents a method to obtain accurate MR brain classification using a modified multiscale and multiblock FCM.

Methods: An automatic, multiscale and multiblock fuzzy C-means (MsbFCM) classification method with MR intensity correction is presented in this paper. We use a bilateral filter to process MR images and to build a multiscale image series by increasing the standard deviation of spatial function and by reducing the standard deviation of range function. At each scale, we separate the image into multiple blocks and for every block a multiscale fuzzy C-means classification method is applied along the scales from the coarse to fine levels in order to overcome the effect of intensity inhomogeneity. The result from a coarse scale supervises the classification in the next fine scale. The classification method is tested with noisy MR images with intensity inhomogeneity.

Results: Our method was compared with the conventional FCM, a modified FCM (MFCM) and multiscale FCM (MsFCM) method. Validation studies were performed on synthesized images with various contrasts, on the simulated brain MR database, and on real MR images. Our MsbFCM method consistently performed better than the conventional FCM, MFCM, and MsFCM methods. The MsbFCM method achieved an overlap ratio of 91% or higher. Experimental results using real MR images demonstrate the effectiveness of the proposed method. Our MsbFCM classification method is accurate and robust for various MR images.

Conclusions: As our classification method did not assume a Gaussian distribution of tissue intensity, it could be used on other image data for tissue classification and quantification. The automatic classification method can provide a useful quantification tool in neuroimaging and other applications.

© 2011 American Association of Physicists in Medicine. [DOI: 10.1118/1.3584199]

Key words: magnetic resonance images (MRI), image classification, fuzzy C-means (FCM), bilateral filter, multiscale, multiblock

I. INTRODUCTION

Many clinical and research applications using magnetic resonance (MR) images require image classification. Unfortunately, classification of MR images can be challenging because MR images are affected by multiple factors such as noise, intensity inhomogeneity, and partial volume effects. Noise in MR images can cause classified regions to become disconnected. Partial volume effects occur where pixels contain a mixture of multiple tissue types, which makes the assignment of a single class to these boundary regions difficult. Intensity inhomogeneity in MR images manifests itself as a smooth intensity variation across the image. Because of this phenomenon, the intensity of the same tissue can vary with respect to the location of the tissue within the image. The conventional “hard” classification method restricts each pixel exclusively to one class and often results in crisp results. Fuzzy C-mean (FCM) classification or “soft” segmentation has been extensively applied to MR images, in which pixels are partially classified into multiple classes...
using varying memberships to the classes. Standard FCM, however, is sensitive to noise and cannot effectively compensate for intensity inhomogeneities.

Although an intensity inhomogeneity is usually hardly noticeable to a human observer, many medical image analysis methods, such as segmentation, registration, and classification, can be sensitive to the spurious variations of image intensities. A number of methods for intensity inhomogeneity correction of MR images have been proposed in the past. The intensity inhomogeneity correction methods were categorized into the prospective and retrospective approach.

The prospective methods are further classified into sub-categories that are based on phantoms, multicoils, and special sequences. The retrospective methods are further classified into filtering, surface fitting, segmentation, and histogram based.

First, statistical model-based methods have been used for quantification of brain tissues in MR images. These methods typically employ a Gaussian finite mixture model to estimate the class mixture of each pixel by trying to fit the image histogram. The intensity of a single tissue type is modeled as a Gaussian distribution and the classification problem is solved by an expectation-maximization (EM) algorithm. Markov random field (MRF) is developed to model the spatial correlation and used as prior information in the EM optimization. However, it is difficult to estimate parameters for an MRF model from the images and these methods still belong to “hard” segmentation. Fuzzy classification normally refers to partial volume (PV) segmentation. Van et al. performed PV segmentation under EM-MRF framework, where each voxel consists of several different tissue types with different memberships.

FCM classification methods employ fuzzy partitioning to allow one pixel to be assigned to tissue types with different memberships graded between 0 and 1. FCM is an unsupervised algorithm and allows soft classification of each pixel which can consist of several different tissue types. Although the conventional FCM algorithm works well on most noise-free images, it does not incorporate spatial correlation information, which makes it sensitive to noise and MR inhomogeneity. Different modified FCMs have been proposed to compensate for field inhomogeneity and incorporate the spatial information. A regularization term was introduced into the conventional FCM cost function in order to impose the neighborhood effect. A geometry-guided FCM (GC-FCM) method was proposed, which incorporates geometric condition information of each pixel and its relationship with its local neighborhood into the classification. Recently, some approaches directly add regularization terms to the objective function and show increased robustness for classification of MR images with intensity inhomogeneity.

Inspired by the Markov random field and expectation-maximization algorithm, various modified FCM methods were proposed by incorporating different regularization terms to overcome the problem of being sensitive to noise. Pham and Prince used a modified FCM cost function to model the variation in intensity values via a multiplicative bias field applied to the cluster centroids. As the performance of this method degrades significantly with increased noise, Li et al. modified the method and incorporated a noise suppression and inhomogeneity correction into the FCM framework. Based on a previously developed framework of fuzzy connectedness and object definition in multidimensional scenes, Saha et al. have proposed an extension of this framework that takes into account the local object size in defining connectedness. By introducing an adaptive method to compute the weights of local spatial information in the objective function, the adaptive fuzzy clustering algorithm is capable of utilizing local contextual information to impose local spatial continuity, thus allowing the suppression of noise and helping to resolve classification ambiguity.

In our previous study, a multiscale FCM (MsFCM) classification method for MR images was presented. This method used a diffusion filter to process MR images and to construct a multiscale image series. The object function of the conventional FCM is modified to allow multiscale classification processing where the result from a coarse scale supervises the classification in the next fine scale. To address the effect of intensity inhomogeneity on image classification, we propose an automatic, multiscale and multiblock FCM (MsFCM) classification method for MR images in this study. We construct multiscale, bilateral-filtered images by increasing the standard deviation of spatial function, and by reducing the standard deviation of range function. We separate every scale image into multiblock; the multiscale FCM classification method is applied in each block along the scales from the coarse to fine levels. Our MsFCM method is described in Sec. III.

II. MODEL OF INTENSITY INHOMOGENEITY

The task of MR image classification involves the separation of image voxels into regions comprising different tissue types. We assume that each tissue class has a specific value. Ideally, the signal would consist of piecewise constant regions. However, imperfection in the magnetic field often introduces an unwanted low frequency bias term into the signal, which gives rise to the intensity inhomogeneity.

The bias field that gives rise to the intensity inhomogeneity in an MR image is usually modeled as a smooth multiplicative field. The image formation process in MR imaging can be modeled as

\[ x_i = b_i y_i + n_i \]  

where \( x_i \) is the measured MR signal, \( y_i \) is the true signal, \( b_i \) is the unknown smoothly varying bias field, and \( n_i \) is an additive noise assumed to be independent of \( b_i \). Accurate classification of an MR image thus involves determining an accurate estimation of the unknown bias field \( b_i \) and noise \( n_i \), and then removing this bias field and noise from the measured MR signal.

III. METHOD

III.A. Conventional FCM method

The conventional FCM algorithm is an iterative method that produces an optimal \( c \) partition for the image \( \{x_i\}_{i=1}^N \) by...
minimizing the weighted intergroup sum of squared error objective function \( J_{\text{FCM}} \)

\[
J_{\text{FCM}} = \frac{1}{N} \sum_{k=1}^{c} \sum_{i=1}^{N} u_{ik}^p \| x_i - v_k \|^2
\]

where \( \{v_k\}_{k=1}^{c} \) is the characterized intensity center of the class \( k \), and \( c \) is the number of underlying tissue types in the image which is given before classification. The \( u_{ik} \) represents the possibility of the voxel \( i \) belonging to the class \( k \) and it is required that \( u_{ik} \in [0, 1] \) and \( \sum_{k=1}^{c} u_{ik} = 1 \) for any voxel \( i \). The parameter \( p \) is a weighting exponent on each fuzzy membership and it is set as \( 2 \).

### III.B. Modified FCM (MFCM) method

A conventional FCM method only uses pixel intensity information and results in crisp segmentation for noisy images. In order to incorporate spatial information, different MFCM methods are proposed to allow the neighbors as factors to attract pixels into their cluster. An MFCM proposed by Ahmed has the following objective function\(^{12}\)

\[
J_{\text{MFCM}} = \frac{1}{N} \sum_{k=1}^{c} \sum_{i=1}^{N} u_{ik}^p \| x_i - v_k \|^2 + \frac{\alpha}{N_R} \sum_{k=1}^{c} \sum_{i=1}^{N} u_{ik} (\sum_{x_r \in N_i} \| x_r - v_k \|^2) + \frac{\beta}{N} \sum_{k=1}^{c} \sum_{i=1}^{N} (u_{ik} - u_{ik}^p) \| x_i - v_k \|^2
\]

where \( N_i \) stands for the neighboring pixels of the pixel \( i \) and \( N_R \) is the total number of neighboring pixels, which is 8 for a 2D image and is 26 for a 3D volume. \( \alpha \) controls the effect of the neighboring term and inversely proportional to the SNR of the MR signal.

### III.C. MsFCM method based on anisotropic diffusion (AD) filtering

The above two FCM methods only use a single scale for classification and do not consider multiscale information. In our previous study, we developed a modified MsFCM method based on anisotropic diffusion (AD) filtering.\(^{20}\) The classification result at a coarser level \( l+1 \) was used to initialize the classification at a higher scale level \( l \). The final classification is the result at the scale level 0. The objective function of the MsFCM at the level \( l \) is described below.

\[
J_{\text{MsFCM}} = \sum_{k=1}^{c} \sum_{i=1}^{N} u_{ik}^p \| x_i - v_k \|^2 + \frac{\alpha}{N_R} \sum_{k=1}^{c} \sum_{i=1}^{N} u_{ik} (\sum_{x_r \in N_i} \| x_r - v_k \|^2) + \frac{\beta}{N} \sum_{k=1}^{c} \sum_{i=1}^{N} (u_{ik} - u_{ik}^p) \| x_i - v_k \|^2
\]

Similarly, \( u_{ik} \) stands for the membership of the pixel \( i \) belonging to the class \( k \), and \( v_k \) is the vector of the center of the class \( k \). \( x_i \) represents the feature vectors from multiple weighted MR images, and \( N_i \) stands for the neighboring pixels of the pixel \( i \). \( u_{ik} \) is the membership obtained from the classification in the previous scale. The objective function is the sum of three terms where \( \alpha \) and \( \beta \) are scaling factors that define the effect of each factor term.

### III.D. MsbFCM method with bias correction based on bilateral filtering

Since image classification algorithms can be sensitive to noise, image filtering can improve the performance of classification. Due to partial volume effect, MR images often have blurred edges. Linear filters can reduce noise but may result in the degradation of image contrast and detail.\(^{25,26}\) Bilateral filtering can overcome this drawback by introducing a partial edge detection step into the filtering so as to encourage intra-region smoothing and preserve the interregion edge. A bilateral filter replaces the pixel value of a neighborhood center with the average of similar and nearby pixel values. In smooth regions, pixel values in a small neighborhood are similar to each other, and the bilateral filter acts essentially as a standard domain filter, averaging away the small, weakly correlated signal differences that were caused by noise.

Bilateral filtering was developed by Tomasi and Manduchi as an alternative to anisotropic diffusion.\(^{27,28}\) It is a nonlinear filter where the output is a weighted average of the input. It starts with standard Gaussian filtering with a spatial kernel. However, the weight of a pixel also depends on a function in the intensity domain, which decreases the weight of pixels with large intensity differences. In practice, they use a Gaussian function in the spatial domain and another Gaussian function in the intensity domain. Therefore, the value at the pixel \( s \) is influenced mainly by pixels that are spatially close with a similar intensity. Durand and Dorsey have shown that 0-order anisotropic diffusion and bilateral filtering belong to the same family of estimators.\(^{28}\) However, anisotropic diffusion is adiabatic (energy-preserving), while bilateral filtering is not. In contrast to anisotropic diffusion, bilateral filtering does not rely on shock formation, so it is not prone to stair stepping.\(^{29,30}\) Bilateral filtering is a particular choice of weights in the extended diffusion process that is obtained from geometrical considerations. In bilateral filtering, the kernel that plays the same role as the diffusion coefficient is extended to become globally dependent on intensity, whereas a gradient can only yield local dependency among neighboring pixels.\(^{31}\)

As modeled in Sec. II, the bias field is seen as a smoothly varying multiplicative field. Although a bias field affects the intensity of different tissue in the whole image, it does not affect the relative intensity ratio of different tissue in a small region.\(^{1,32-34}\) We divide the whole image into multiblocks and perform a multiscale classification in the small region. This can overcome the disadvantage of image classification algorithms that are sensitive to intensity inhomogeneity. Since the bias filed is a low frequency component it does not affect the relative intensity of different tissues within a small region. In order to reduce this effect by intensity inhomogeneity, an MR image is divided into many blocks as small as possible. On the other hand, a small block lacks global
III.D.1. Bilateral filtering

Bilateral filter is a weighted average of the local neighborhood samples, where the weights are computed based on temporal and radiometric distance between the center sample and the neighboring samples. It smooths images while preserving edges by means of a nonlinear combination of nearby image values. Bilateral filtering can be described as follows:

\[
h(x) = \lambda^{-1}(x) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(\xi) W_\sigma(\xi - x) W_\sigma(I(\xi) - I(x)) d\xianumber{5}
\]

with the normalization that ensures that the weights for all the pixels add up to one.

\[
\lambda(x) = \int_{-\infty}^{\infty} W_\sigma(\xi - x) W_\sigma(I(\xi) - I(x)) d\xi
\]

where \(I(x)\) and \(h(x)\) denotes input and output images. \(W_\sigma\) measures the geometric closeness between the neighborhood center \(x\) and a nearby point \(\xi\), and \(W_\sigma\) measures the photometric similarity between the pixel at the neighborhood center \(x\) and that of a nearby point \(\xi\). Thus, the similarity function \(W_\sigma\) operates in the range of the image function \(I\), while the closeness function \(W_\sigma\) operates in the domain of \(I\).

A simple and important case of bilateral filtering is shift-invariant Gaussian filtering, in which both the spatial function \(W_\sigma\) and the range function \(W_\sigma\) are Gaussian functions of the Euclidean distance between their arguments. \(W_\sigma\) is described as:

\[
W_\sigma(\xi - x) = e^{-d_x^2/(2\sigma_x^2)}
\]

where \(d_x = \|\xi - x\|\) is the Euclidean distance. The range function \(W_\sigma\) is analogous to \(W_\sigma\):

\[
W_\sigma(I(\xi) - I(x)) = e^{-d_r^2/(2\sigma_r^2)}
\]

where \(d_r = |I(\xi) - I(x)|\) is a suitable measure of distance in the intensity space.

III.D.2. Multiscale space of bilateral filtering

When inputting a discrete image \(I\), the goal of the multiscale bilateral decomposition is to first build a series of filtered images \(I'\) that preserve the strongest edges in \(I\) while smoothing small changes in intensity. Let the original image be the 0th scale (\(l = 0\)) and set \(I^0 = I\) and then iteratively apply the bilateral filter to compute

\[
I_{n+1}^l = \lambda \sum_{k \in \Omega} W_{\sigma_{x,l}}(k) \cdot W_{\sigma_{r,l}}(l_{n+k} - l_n') \cdot I_{n+k}'
\]

with

\[
\lambda = \sum_{k \in \Omega} W_{\sigma_{x,l}}(k) \cdot W_{\sigma_{r,l}}(l_{n+k}' - l_n')
\]

where \(n\) is a pixel coordinate, \(W_{\sigma_{x,l}}(x) = \exp(-x^2/\sigma_x^2)\), \(\sigma_{x,l}\) and \(\sigma_{r,l}\) are the widths of the spatial and range Gaussians, respectively; and \(k\) is an offset relative to \(n\) that runs across the support of the spatial Gaussian. The repeated convolution by \(W_{\sigma_{x,l}}\) increases the spatial smoothing at each scale \(l\) and...
we choose the $\sigma_{ij}$ so that the cumulative width of the spatial Gaussian doubles at each scale. At the finest scale, we set the spatial kernel $\sigma_{1l} = \sigma_l$. Then we set $\sigma_{ij} = 2\sigma_{(i-1)l}\sigma_{j,l-1}$ for all $l > 1$ and $\mu_l$ as the coefficient. The range Gaussian $W_{\sigma_{ij}}$ is an edge-stopping function. Ideally, if an edge is strong enough to survive after one iteration of the bilateral decomposition, we would like it to survive all subsequent iterations. To ensure this property we set $\sigma_{ij} = \sigma_{ij}/2\sigma_{(i-1)l}\sigma_{j,l-1}$ and $\mu_l$ as the coefficient. By reducing the width of the range Gaussian by a factor of $2\sigma_{(i-1)l}\sigma_{j,l-1}$ at every scale, we will reduce the chance that an edge that barely survives after one iteration will be smoothed away in later iterations.

III.D.3. Multiscale and multiblock FCM algorithm

After bilateral filtering processing, the MsbFCM algorithm performs classification from the coarsest to the finest scale, i.e., the original image. The classification result at a coarser level $l + 1$ was used to initialize the classification at a higher scale level $l$. The final classification result is the classification at the scale level 0. During the classification processing at the level $l - 1$, the pixels with the highest membership above a threshold are zero, and the final classification and classes’ centers are computed iteratively through these two necessary conditions. Taking the derivative of $J_{\text{MsbFCM}}^l$ with respect to the $n_{vk}$ and setting the result to zero, the class center is updated according to Eq. (13). As long as $\sum_{k=1}^{c} n_{uk_k} = 1$, we used the Lagrangian method which converts this constraint optimization to an unconstraint problem. The membership $n_{uk_k}$ of every pixel $i$ belongs to the class $k$, and is updated based on Eq. (14).

$$J_{\text{MsbFCM}}^l = \sum_{k=1}^{c} \sum_{i=1}^{N} n_{uk_k} \|x_i - \nu_k\|^2$$
$$+ \frac{\alpha}{N_R} \sum_{k=1}^{c} \sum_{i=1}^{N} n_{uk_k} \left( \sum_{x_i \in N_i} \|x_i - \nu_k\|^2 \right)$$
$$+ \beta \sum_{k=1}^{c} \sum_{i=1}^{N} (n_{uk_k} - \hat{n}_{uk_k}) P \|x_i - \nu_k\|^2$$

Similarly, $n_{uk_k}$ stands for the membership of the pixel $i$ belonging to the class $k$ in block $n$; and $\nu_k$ is the vector of the center of the class $k$ in block $n$. $x_i$ represents the feature vectors in block $n$ from multiweighted MR images, and $N_i$ stands for the neighboring pixels of the pixel $i$. The objective function is the sum of three terms, where $\alpha$ and $\beta$ are scaling factors that define the effect of each factor term. The first term is the object function used by the conventional FCM method which assigns a high membership to the voxel whose intensity is close to the center of the class. The second term allows the membership in neighborhood pixels to regulate the classification toward piecewise-homogeneous labeling. The third term is to incorporate the supervision information from the classification of the previous scale with $n_{uk_k}$ that is determined as:

$$n_{uk_k} = \begin{cases} n_{uk_k} \text{ if } \mu_{k,l} > \gamma \\ 0 \text{ otherwise} \end{cases}$$

where $\gamma$ is the threshold to determine the pixels with a known class in the next scale and is set as 0.85 in our implementation. The classification is implemented by minimizing the object function $J_{\text{MsbFCM}}^l$. The minimization of $J_{\text{MsbFCM}}^l$ occurs when the first derivative of $J_{\text{MsbFCM}}^l$ with respect to the $n_{uk_k}$ and $\nu_k$ are zero, and the final classification and classes’ centers are computed iteratively through these two necessary conditions. Taking the derivative of $J_{\text{MsbFCM}}^l$ with respect to the $n_{vk}$ and setting the result to zero, the class center is updated according to Eq. (13). As long as $\sum_{k=1}^{c} n_{uk_k} = 1$, we used the Lagrangian method which converts this constraint optimization to an unconstraint problem. The membership $n_{uk_k}$ of every pixel $i$ belongs to the class $k$, and is updated based on Eq. (14).

III.D.4. Classification evaluation

To evaluate the classification methods we used two overlap ratios between the classified results and the ground truth. The Dice overlap ratio is used for the classification evaluation. The Dice overlap ratio for each tissue type is computed as a relative index of the overlap between the ground truth and classification methods. It is defined as:

$$\text{Dice} = \frac{2(A \cap B)}{|A| + |B|}$$

At the same time, we define an error overlap ratio between the classified result and the ground truth for classification evaluation. The error overlap ratio is computed as an index of the overlap difference between the classification result and the ground truth. It is described as:

$$\text{Error} = \frac{A \cup B - A \cap B}{A}$$

where $A$ and $B$ are binary classified results from the ground truth and classification methods, respectively.

IV. EXPERIMENT AND RESULTS

Our MsbFCM classification method has been evaluated by synthetic images and the McGill brain MR database. We also applied the method to classify real MR images and compared the classified results with the manual segmentation. Meanwhile, in order to compare the performance of these four fuzzy classification methods, FCM, MFCM, and MsbFCM methods were applied to each dataset.

The four methods used a single set of parameters throughout the comparisons for the same data. Because our previous
paper has discussed how to select parameters $\alpha$, $\beta$, and $\lambda$.\textsuperscript{20} We selected the same values for comparison. For synthesized images, we set $\alpha = \beta = 0.85$ and $N_i = 8$ for MFCM, MsFCM, and MsbFCM methods, and set the scale level as 6 for MsFCM and MsbFCM. The diffusion filter was used when diffusion constant was 15 and the step was 0.125, and the bilateral filter was performed when $\sigma_s = 1.2$, $\sigma_r = 25$, and $\mu_s = \mu_r = 0.5$. Four blocks were used in our MsbFCM.

For simulated brain data and real data, we transformed the intensity of all images to the range of 0–255, and we only changed the diffusion constant of the diffusion filter to 150. We selected 16 blocks for our MsbFCM, and the other parameters with the same as those in the synthesized images.

**IV.A. Synthesized images**

The synthetic images with three tissue types (labeled as Class 1, 2, and 3) are shown in Fig. 3(a). In order to test the algorithm on images with poor contrast, we synthesized the images with different image quality. Image contrast (IC) is defined as the relative intensity difference between one class and its surroundings.

$$\text{IC}(\%) = 100 \times \frac{|M_i - M_b|}{M_b}$$

where $M_b$ is the background intensity and $M_i$ is the intensity of the tissue. We first give a preset intensity to the center sphere (Class 2) and define it as $M_b$. The intensities of Classes 1 and 3 are defined as $M_i$ and are computed as $M_i = M_b \times (1 + \text{IC})$ for Class 1 and $M_i = M_b \times (1 - \text{IC})$ for Class 3 when a contrast is given. After the image is created, 10% Gaussian noise with a mean of 0 is added to the images to make $\text{SNR} = 10$, and the standard deviation of the added noise is 10% of the intensity of Class 1. Meanwhile, in order to simulate intensity inhomogeneity, we added a 35% linear bias field into the synthetic image. Here 35% indicates the difference between the maximum and minimum of the multiplied bias field. For a synthetic image with a bias field and noise, we multiplied the bias field, and then added the noise into it.

The synthesized image has a size of 128 × 128 pixels.

For five different intensities ($M_b = 50, 80, 100, 120$, and 150) and five different contrast (ICs = 10, 20, 30, 40, and 50%), a total of 25 images were synthesized to test the classification methods. For the four methods, MsbFCM, MsFCM, MFCM, and FCM, 100 classification experiments were performed on the synthesized images. The Dice and error overlap ratios of the classified results with the pre-defined truths were computed for each classification of each image.

![Fig. 3. Bilateral and AD filter processing for a synthesized noisy image. (a) Image $a_1$ is the original noisy image. $a_2$ is the original image labeled with three classes (Class 1, 2, and 3). $a_3$ and $a_4$ are AD filtered results at scale 3 and scale 5, and $a_5$ and $a_6$ are bilateral filtered results at scale 3 and scale 5. (b) The signal profile along the center line of the noisy image and the original image without noise. (c) and (d) Signal profiles at the scales 3 (c) and 5 (d) of the original noisy image, with AD filtering, and with bilateral filtering, respectively.](image-url)
Figure 3 demonstrates the effectiveness of the bilateral filtering process for the synthesized noisy image. In Fig. 3(a) $a_2$, the synthesized image consists of three tissue types labeled as “Class 1”, “Class 2”, and “Class 3” with a given intensity, and $a_1$ is a synthesized image with noise. $a_3$ and $a_5$ are filtered images after AD filtering processing at the scaled levels 3 and 5, and $a_4$ and $a_6$ are filtered images after bilateral filtering processing at the scaled levels 3 and 5. Figure 3(b) shows the intensity profile through the original synthesized image and noisy image. Figures 3(c) and 3(d) represent the intensity profile through the filtered images after bilateral and AD filtering processing at the scaled levels 3 and 5, respectively. As the scale increases, the noise is smoothed within each region, but the intensity difference at the edge has been enhanced so as to facilitate the classification. AD filtering can also reduce noise along scales, but bilateral filtering can denoise more under the same condition.

Figure 4 illustrates the visual assessment of the classification results on synthesized images and the comparison of the four methods. The synthesized images all have the same class distribution but with different image contrasts and intensity inhomogeneity. For the images with 40% image contrast and without intensity inhomogeneity, the four classification methods can successfully restore the class distribution, and the MFCM and MsFCM methods have more homogeneous results than the FCM approach. The MsbFCM can classify the three classes almost without errors. For the images with 40% image contrast and 35% intensity inhomogeneity, the classification results are almost same. For the images with 20% image contrast and no intensity inhomogeneity, the MsFCM and MsbFCM methods get better results than the FCM and MFCM, but the MsbFCM performs better than the MsFCM. In fact, the MsbFCM achieved acceptable results for images with 20% contrast and 35% intensity inhomogeneity while the other three methods failed. The MsbFCM method is robust for noise and intensity inhomogeneity.

Figure 5 shows the Dice and error overlap ratios between the classification results and the ground truth for the three types of tissue (Class 1, 2, and 3) when synthesized images do not have intensity inhomogeneity. The Dice overlap ratios increase as the image contrast increases but the error ratios reduce. When the image contrast is higher than 40%, the four methods achieve accurate classification. When the contrast decreases, the performance of the FCM, MFCM and MsFCM decreases, but the MsbFCM method can still achieve high Dice overlap ratios of more than 90% and low error overlap ratios of less than 20%. The error bar represents the standard deviation of the Dice coefficients and error
overlap ratios computed from the classification of the five images generated with a different mean intensity $M_b$ and the same contrast.

Figure 6 shows the Dice and error overlap ratios between the classification results and the ground truth for the three types of tissue (Class 1, 2, and 3) when synthesized images have 35% intensity inhomogeneity. When the image contrast is higher than 40%, the four methods achieve accurate classification. As the contrast decreases, the performance of the FCM, MFCM and MsFCM methods decreases, especially when the contrast is less than 30%. However, the MsbFCM method performs better than other three methods.

IV.B. Simulated MR images

We obtained the brain MR images from the McGill phantom brain database for comprehensive validation of the classification methods. The MR volume was constructed by subsampling and averaging a high-resolution (1-mm isotropic voxels), low-noise dataset consisting of 27 aligned scans from one individual in stereotaxic space. The volume contains $181 \times 217 \times 181$ voxels and covers the entire brain; the realistic brain phantom was then created from manual correction of an automatic classification of the MRI volume. An MR simulator is provided to generate specified MR images based on the realistic phantom. The MR tissue contrasts are produced by computing MR signal intensities from a mathematic simulation of the MR imaging physics. The MR images also take the effects of various image acquisition parameters, partial volume averaging, noise, and intensity nonuniformity into account.

Using the MR simulator, we obtained T1-weighted MR volumes with an isotropic voxel size of 1 mm and 20 and 40% intensity inhomogeneity at different noise percentages (0, 3, 5, 7, 9, and 15%). The noise effect was simulated as Gaussian noise adding to the MR volume with its standard deviation equal to the noise percentage multiplied by the brightest tissue intensity. The intensity inhomogeneity was

![Graphs](image-url)
implemented by multiplying the MR volume with a synthetic inhomogeneity field shape of the specified nonuniformity level. Prior to the classification, the extracranial tissues, such as skull, meninges, and blood vessels, had been removed manually so that the MR images for classification consisted of only three types of tissue, i.e., gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF). The database also provides the ratio of each tissue type at each voxel and thus serves as the ground truth by assigning the voxel with the tissue type having the maximal ratio. We selected 2D transverse slices (Slices Nos. 70, 80, 90, 100, and 110) of the volumes with different noise levels for the classification evaluation. These MR images were used by the four classification methods.

The MsbFCM method was applied to the image with different noise levels. Tables I and II show the Dice overlap ratios for the different noise levels when intensity inhomogeneity is 20 and 40%, respectively. The overlap ratios are greater than 90 for 40% intensity inhomogeneity and 9% noise, indicating that the MsbFCM method is not sensitive to noise and intensity inhomogeneity.

We used both 20 and 40% bias fields with same bias distribution to simulate the 68% bias field. We applied the 68% bias field to original simulated MR images, and then added different noise (3, 5, 7, and 9% of max intensity). Table III shows the Dice overlap ratios of three tissue types for different noise levels when intensity inhomogeneity is 68%. The overlap ratios of WM are greater than 90% for images with 68% intensity inhomogeneity and 9% noise.

Figure 8 shows the comparison results of the four methods for the images at different noise levels. As the noise level increases, the Dice overlap ratios of the other three methods reduces observably and the error overlap ratios...
increase remarkably. However, the MsbFCM achieved a Dice ratio of \((83 \pm 1)\%\) for the gray matter when the noise level is 15%. The MsbFCM method consistently performed better than the other three methods for different tissues and for images at different noise levels.

In order to evaluate how many rectangles would be optimal for segmenting patient data, we obtained T1-weighted MR volume with an isotropic voxel size of 1 mm and 40% intensity inhomogeneity at 5% noise. We selected five transverse slices from the volume to determine the number of blocks. Figure 9 shows the Dice overlap of three tissue types when different block numbers were used. There is no significant difference between 9 and 20 blocks for WM. For CSF and GM, the number between 12 and 16 works as well. For CSF, the standard deviation is larger when 12 blocks were used as compared to 16 blocks.

### IV.C. Real MR images

The four classification methods were applied to real T1-weighted MR images of the human brain. The MR images were acquired with a 4.0 Tesla MedSpec MRI scanner on a Siemens Syngo platform (Siemens Medical Systems, Erlangen, Germany). T1-weighted magnetization-prepared rapid gradient-echo sequence (MPRAGE) \((TR = 2500\ ms, TE = 3.73\ ms)\) was used for the image acquisition. The volume has \(256 \times 256 \times 176\) voxels covering the whole brain yielding 1.0 mm isotropic resolution. Nonbrain structures such as the skull were manually removed. Manual segmentation of brain structures was performed in order to evaluate the classification. Two MR image slices were used to test the four classification methods.

Figure 10 illustrates the classification of the real MR brain data. Significant intensity inhomogeneity can be observed in the MR images. MsbFCM, FCM, MFCM, and MsFCM were performed on different slices. The MsbFCM performs better than FCM, MFCM, and MsFCM. The Dice overlap ratios are 92% for CSF, 84% for gray matter, and 94% for white matter.

### V. DISCUSSION AND CONCLUSIONS

A multiscale and multiblock FCM classification method for MR images was developed and evaluated in this paper. We used a bilateral filter to effectively attenuate the noise within the images while preserving the edges between different tissue types. A scale space was generated by increasing the standard deviation of spatial function, by reducing the standard deviation of range function in the bilateral filter, and by keeping the general structure information in the images at a coarser scale. In order to reduce the effect of intensity inhomogeneity, we separate the image into multi-block. For every block, the classification was advanced along the scale space to include local information in the fine-level images. The result at a coarse scale provides the initial parameter for the classification in the next scale. Meanwhile, the pixels with a high probability of belonging to one class in the coarse scale will belong to the same class in the next level. Therefore, these pixels in the coarser scale are considered as pixels with a known class and are used as the training

<table>
<thead>
<tr>
<th>Noise</th>
<th>0%</th>
<th>3%</th>
<th>5%</th>
<th>7%</th>
<th>9%</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSF</td>
<td>0.97±0.00</td>
<td>0.96±0.01</td>
<td>0.94±0.01</td>
<td>0.92±0.01</td>
<td>0.90±0.01</td>
</tr>
<tr>
<td>GM</td>
<td>0.97±0.00</td>
<td>0.96±0.00</td>
<td>0.94±0.00</td>
<td>0.93±0.00</td>
<td>0.91±0.01</td>
</tr>
<tr>
<td>WM</td>
<td>0.98±0.01</td>
<td>0.97±0.01</td>
<td>0.96±0.01</td>
<td>0.95±0.01</td>
<td>0.94±0.01</td>
</tr>
</tbody>
</table>

Table II. Dice overlap ratios between the classification results and the ground truth for the brain data at different noise levels when intensity inhomogeneity is 40%.

<table>
<thead>
<tr>
<th>Noise</th>
<th>0%</th>
<th>3%</th>
<th>5%</th>
<th>7%</th>
<th>9%</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSF</td>
<td>0.92±0.01</td>
<td>0.90±0.01</td>
<td>0.86±0.01</td>
<td>0.83±0.01</td>
<td>0.80±0.02</td>
</tr>
<tr>
<td>GM</td>
<td>0.92±0.01</td>
<td>0.90±0.01</td>
<td>0.86±0.01</td>
<td>0.82±0.01</td>
<td>0.78±0.02</td>
</tr>
<tr>
<td>WM</td>
<td>0.95±0.02</td>
<td>0.95±0.02</td>
<td>0.93±0.03</td>
<td>0.92±0.03</td>
<td>0.91±0.03</td>
</tr>
</tbody>
</table>

Table III. The Dice overlap ratios between the classification results and the ground truth for the brain data at different noise levels when a 68% intensity inhomogeneity field is applied.

---

**TABLE I. Dice overlap ratios between the classification results and the ground truth for the brain data at different noise levels when intensity inhomogeneity is 20%.**
data to constrain the classification in the next scale. In this way, our MsbFCM method is not sensitive to noise and intensity inhomogeneity; and accurate classifications are obtained step-by-step. Using the multiscale and multiblock classification, higher spatial information is also included in the MsbFCM method. This approach can achieve a piecewise-homogeneous solution. Our method was evaluated using synthesized images, brain MR database, and real MR images. The classification method is accurate and robust for noisy images with intensity inhomogeneity.

The computation time can be improved in future implementation. We used five slices of the simulated volumes with 7% noise levels and 40% intensity inhomogeneity to evaluate classification time of the four methods. All the four methods are implemented in MATLAB 2010a (MathWorks, Natick, MA) with a desk computer (Dell T7400, X5450*8 @ 3.0 GHz, 2.99 GHz, and 16 GB RAM). The average time per slice for FCM, MFCM, MsFCM, and MsbFCM are 0.14±0.01 s, 50.96±5.50 s, 120.15±7.00 s and 180.76±5.21 s, respectively. The classification takes approximately 3 min that can be significantly reduced if C++ and a high-performance workstation are used for the computation. Furthermore, multiscale classification for every block can be performed using a parallel framework to speed up the algorithm.
In this study, we reduced the effect of skull segmentation errors on classification by manually removing nonbrain structures such as the skull and scalp. In another report, we developed an automatic segmentation method for the skull on MR images, which allows us to automatically remove the skull from the brain MR images. In our segmentation-based attenuation correction methods for combined MR/PET, we applied automatic skull segmentation to remove skull and use our classification to perform automatic classification. The multiscale and multiblock classification method can be applied to classify more than three tissue types. It can be used for classification of other MR images. The size of the block would need to be adjusted in order to fit into a specific application. Our method can be applied to 3D volume data. This could include more spatial regularization and lead to a better result. However, a fast 3D bilateral filtering algorithm is required. As our classification method did not assume a Gaussian distribution of tissue intensity, it could be used on other image data for tissue classification and quantification. We are integrating a quantitative image analysis package that combines our registration methods and classification methods, which can provide a useful tool in quantitative imaging applications.
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