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ABSTRACT

Automatic segmentation of the prostate in magnetic resonance imaging (MRI) has many applications in prostate cancer diagnosis and therapy. We propose a deep fully convolutional neural network (CNN) to segment the prostate automatically. Our deep CNN model is trained end-to-end in a single learning stage based on prostate MR images and the corresponding ground truths, and learns to make inference for pixel-wise segmentation. Experiments were performed on our in-house data set, which contains prostate MR images of 20 patients. The proposed CNN model obtained a mean Dice similarity coefficient of 85.3%±3.2% as compared to the manual segmentation. Experimental results show that our deep CNN model could yield satisfactory segmentation of the prostate.
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1. PURPOSE

It is estimated that there are 180,890 new cases of prostate cancer and 26,120 deaths from prostate cancer in the USA in 2016 [1]. MRI becomes a routine modality for prostate examination [2-5]. Accurate segmentation of the prostate and lesions from MRI has many applications in prostate cancer diagnosis and treatment. However, manual segmentation can be time consuming and subject to inter- and intra-reader variations. In this study, a deep learning method is proposed to automatically segment the prostate on T2-weighted (T2W) MRI.

Recently, deep learning has dramatically changed the landscape of computer vision. The initial work was for object classification [6] using a big data set of natural images called ImageNet [7]. Currently, most deep learning algorithms are for image-level classification [6, 8]. To obtain pixel/voxel-level classification, some researchers [9-15] propose a patch-wise segmentation method, which extracts small patches (e.g., 32x32) from images and then train a convolutional neural network model. In the training stage, each patch is assigned a label, which can be directly fed into the image-level classification framework. In the testing stage, the inferred label of each patch is considered as a label of the center pixel of the patch. The performance of patch-wise methods can be affected by the patch size. A large patch size reduces the localization accuracy and a small patch size can see a small context. In addition, when the number of patches is large (each voxel assigned a patch), there is a high redundant computation that needs to be performed for neighboring patches. To solve these problems, Long et al. [16] proposed an end-to-end pixel-wise, natural image segmentation method based on Caffe [17], a deep learning software. They modified an existing classification CNN to a fully convolutional network (FCN) for object segmentation. A coarse label map can be obtained from the network by classifying every local region, and then perform a simple deconvolution based on bilinear interpolation for pixel-wise segmentation. This method does not make use of post-processing or post-hoc refinement by random fields [18, 19]. In this paper, we fine tune the FCN for the segmentation of the prostate on MR images.
2. METHOD

2.1 Convolutional neural network

In practice, few people train an entire CNN from scratch, since it is difficult to collect a dataset of sufficient size, especially for medical images. In contrast to learn from scratch, it is common to use a pre-trained CNN on a large data set and then retrain an own classifier on top of the CNN for the new data set, named as fine tuning. Tajbakhsh [9] showed that knowledge transfer from natural images to medical image is possible based on CNN. Therefore, we fine tune Long’s FCN model [16] trained on natural images and retrain it based on our medical image dataset for the prostate segmentation, named as PSFCN. Fig. 1 shows the proposed deep learning method.

Fig. 1. The framework of the proposed deep convolutional neural network (CNN). There are 7 hidden layers in the CNN. The number shows the feature or channel dimension of each hidden layer.

The early layers of a CNN learn low-level generic features that are applicable to most tasks. The late layers learn high-level specific features that are applicable to the application at hand [20, 21]. Therefore, we only fine tune the last three
layers of the FCN in this work. Fig. 2 shows the filters and the outputs of the first hidden layer. The first layer learns simple features, such as edge, junction and corner. Fig. 3 shows the outputs of late hidden layers. The figure shows that the late layers learn high-level features, which yield highly abstracted output images.

Fig. 3. Output of the fourth layer (left) and the fifth layer (right).

The proposed PSFCN predicts the probability of each voxel belonging to the prostate or background. For each prostate MR image, the prostate only has a small region compared with the background, which means that the number of the foreground voxels is less than that of the background voxels. This unbalance between the prostate and background regions will cause the learning algorithm to get trapped in local minima with the use of the softmax loss function in Caffe [17]. Therefore, the prostate is often missed and the prediction tends to classify prostate voxels as the background. In this work, we use a weighted cross entropy loss function [22]. The loss function is formulated as follows.

\[
L = \frac{-1}{n} \sum_{i=1}^{N} W_i^C [P_i \log \hat{P}_i + (1 - P_i) \log (1 - \hat{P}_i)]
\]

where \( P_i \) represents the ground truth or golden standard, \( \hat{P}_i \) denotes the probability of the voxel \( i \) belonging to the prostate. \( W_i^C \) is the weight, which is set as \( 1/|\text{pixels of class } x_i = k| \). Based on the weighted cross entropy loss function, the class unbalancing problem can be alleviated.

Data augmentation has been proven to improve the performance of deep learning [6, 23, 24]. To obtain robustness and increased precision on the test data set, we augment the original training data set by using image translations and horizontal reflections.

2.2 Evaluation metrics

The proposed method was evaluated using our in-house data set and manual segmentation. Four quantitative metrics are used for segmentation evaluation, which are Dice similarity coefficient (DSC), relative volume difference (RVD), Hausdorff distance (HD), and average surface distance (ASD) [25-29].
3. RESULTS

3.1 Data set
The proposed method was evaluated on our in-house prostate MR data set, which has 20 T2-weighted MRI volumes. The voxel sizes of the volumes are from 0.625 mm to 1 mm, while the slice thickness is 3 mm.

3.2 Implementation details
Our algorithm was implemented by using a custom version of the Caffe framework. Training and inference were implemented in Python language. All the experiments ran on an Ubuntu workstation equipped with 512 GB memory, an Intel Xeon E5-2667 v3 CPU, and an Nvidia Quadro M5000 graph card with 8 GB video memory. The training time of the CNN model is 20 hours. Learning rate was set as 1e-9, while the iteration was 80,000. Each prostate MR image was segmented in about 4 seconds.

3.3 Qualitative evaluation results
The performance of the proposed deep learning method was evaluated qualitatively by visual comparison with the manually segmented contours. Fig. 3 shows the qualitative results.

![Qualitative results](image1.png)

Fig. 4. The qualitative results of the proposed method. The red curves represent the prostate contours obtained by the proposed method, while the blue curves represent the contours obtained from manual segmentation by an experienced radiologist.

3.4 Quantitative evaluation results
The quantitative results are shown in Table 1. Our proposed method yields a mean DSC of 85.3%±3.2% and mean HD of 9.3±2.5 mm.

<table>
<thead>
<tr>
<th></th>
<th>DSC(%)</th>
<th>RVD(%)</th>
<th>HD(mm)</th>
<th>ASD(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg.</td>
<td>85.3</td>
<td>2.4</td>
<td>9.3</td>
<td>3.3</td>
</tr>
<tr>
<td>Std.</td>
<td>3.2</td>
<td>12.6</td>
<td>2.5</td>
<td>0.7</td>
</tr>
<tr>
<td>Max</td>
<td>91.5</td>
<td>23.0</td>
<td>12.9</td>
<td>4.7</td>
</tr>
<tr>
<td>Min</td>
<td>77.1</td>
<td>-14.7</td>
<td>4.2</td>
<td>2.0</td>
</tr>
</tbody>
</table>
4. CONCLUSIONS

We proposed an automatic deep learning method to segment the prostate on MR images. An end-to-end deep CNN model was trained on our in-house prostate MR data set and achieved good performance for prostate MR image segmentation. To the best of our knowledge, this is the first study to fine-tune a fully convolutional network (FCN) that has been pre-trained using a large set of labeled natural images for segmenting the prostate in MR images. We found that the use of pre-trained FCN with fine-tuning could yield satisfactory segmentation results. Our future work will focus on segmenting prostate in ultrasound and CT images.
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