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ABSTRACT 

CT is widely used for diagnosis and treatment of a variety of diseases, including characterization of muscle loss. In many 
cases, changes in muscle mass, particularly abdominal muscle, indicate how well a patient is responding to treatment. 
Therefore, physicians use CT to monitor changes in muscle mass throughout the patient’s course of treatment. In order 
to measure the muscle, radiologists must segment and review each CT slice manually, which is a time-consuming task. In 
this work, we present a fully convolutional neural network (CNN) for the segmentation of abdominal muscle on CT. We 
achieved a mean Dice similarity coefficient of 0.92, a mean precision of 0.93, and a mean recall of 0.91 in an independent 
test set. The CNN-based segmentation method can provide an automatic tool for the segmentation of abdominal muscle. 
As a result, the time required to obtain information about changes in abdominal muscle using the CNN takes a fraction 
of the time associated with manual segmentation methods and thus can provide a useful tool in the clinical application.  

Keywords: Muscle imaging, Image segmentation, Deep Learning, Muscle Segmentation, CT, Convolutional Neural 
Networks 

INTRODUCTION 

Computed tomography (CT) has been widely used in the clinics. CT is useful for routine patient evaluation, diagnosis of 
diseases, and monitoring changes in body composition. A recent study using abdominal CT scans reported age-related 
decreased skeletal muscle volume of 1.5 cm2 per year and attenuation, or strength, reduction of 1.5 Hounsfield units 
(HU) per year1.  Decreased skeletal muscle mass, referred to as sarcopenia, has been associated with increased morbidity 
and mortality related conditions, such as trauma, breast, colorectal, and lung malignancies. Sarcopenia can be fully 
diagnosed and monitored using CT imaging. Analysis of changes in muscle mass can be used to create optimal treatment 
plans.  

Studies show that sarcopenia is a predictor of poor surgical outcomes for individuals that have experienced trauma. The 
predictive value for perioperative and long-term outcomes is what makes CT imaging so valuable for the treatment 
planning for patients suffering from sarcopenia2, 3. Further study of the progression of sarcopenia, through CT image 
analysis, can aid in the development of generalizable treatments for age-related and disease-related muscle loss. As a 
result, physicians may be able to improve active life expectancy in older people, and lead to substantial health-care 
savings and improved quality of life. Overall, the muscle loss associated with aging, sarcopenia, and chronic diseases is 
detectable and quantifiable using CT scans. Fully utilizing the ability to manipulate CT to track changes in muscle can 
greatly improve patient outcomes for those suffering from muscle loss related diseases4.   

There has been recent literature focused on body tissue segmentation around the abdomen and pelvis regions using 
deep learning and machine learning techniques. A CNN-based model has been created that enables accurate automated 
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segmentation of multiple tissues on pelvic CT images, with promising implications for body composition analysis. The 
deep CNN approach has the ability to achieve high accuracy when compared to manual segmentations, by a specialist, 
as the reference standard.5-7 Such works are gaining scientific attention due to the fact that automatic segmentation of 
skeletal muscle on CT scans can be challenging because of the high variability between individuals. There are several 
factors that contribute to the variability of CT images. Shape of the individual, relative position within the CT machine, 
and unique characteristics among patients have the influence to introduce variability to the images which are being 
segmented. Until now, issues like these prevented automatic segmentation techniques from producing results 
comparable to that of trained specialists. In addition, similarities in texture, other neighboring muscles, uniqueness in 
the effects of particular muscular disorders, and varying intramuscular fat are sources of variability that limit the 
capabilities of current CNN models. Ensuring a diverse training data set is the only way to decrease the effects of these 
sources of variability between individuals and create a more robust CNN for CT image muscle segmentation.  

A fully convolutional neural network segmentation method provides a viable alternative to manual segmentation 
approaches due to the consistent nature of the networks. In order to account for the vast array of potential CT images, 
many different patients with varying anatomy could be included in the data to train the network and create a robust 
model8. Small training data sets with little variability are the main limitation of the deep CNN automatic segmentation 
solution at this time. However, if the CNN is properly trained and validated, it can be very useful. For example, as a patient 
receives routine imaging during the course of treatment, abdominal images can be automatically segmented, and the 
muscle volume can be calculated and tracked automatically. Furthermore, muscle textural features could be assessed to 
evaluate the differences among various patients, which may serve as prognostic markers during the course of their 
disease management. Creating classification for textural features and changes in muscle mass are ways that CNNs can 
assist radiologists with characterization and analysis of disease. In this work, we investigated the ability of a fully 
convolutional neural network to segment skeletal abdominal muscle using CT slices. Then we tested its precision and 
accuracy with respect to manual segmentation performed by a specialist. 

 

METHODS 

Data Set Acquisition and Pre-processing 

The CT imaging data was obtained on 33 adult patients (18-75 years). The slice thickness was 5.0 mm, with the slices 
ranging from the L2 level to lesser trochanters. An example can be seen in Figure 1A. A single CT slice from the L3 level 
of 39 additional patients were also included to increase the variability in the training data. The abdominal muscles were 
manually segmented for each CT image by a trained reader under the supervision of a fellowship-trained musculoskeletal 
radiologist. This resulted in a binary mask for each image for each patient that delineated the abdominal muscle of 
interest from the rest of the CT image and was considered the ground truth for the method (Figure 1B). An example of 
the original CT superimposed with the binary mask is show in Figure 1C. There are a total of two classes: background and 
muscle, where background was defined as any area that was not classified as skeletal abdominal muscle by the trained 
reader.  

Proc. of SPIE Vol. 11317  113170L-2
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 07 May 2020
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



 
Figure 1. (A) CT  slice and (B) manual segmentation for one patient. (C) The overlay of the segmentation on the CT slice. 

In this work, we are using a supervised deep learning method where the machine learning task is to identify which part 
of the CT image is skeletal abdominal muscle based on example input-output pairs provided by the trained reader under 
the supervision of a fellowship trained radiologist. The CT images and segmentations were loaded into MATLAB 
(MathWorks, Inc., Natick, MA, USA). Each slice was 512 × 512 pixels in size. Hounsfield unit values from the CT images 
above 127 and below -128 were set to -128 to reduce the amount of information fed into the CNN, as has been shown 
to improve CNN segmentation for soft tissue segmentation in CT images9. Then, the images were rescaled to unsigned 
8-bit portable network graphics files to reduce computational load on the neural network.  

Patients and their corresponding images were separated into three groups: training, validation, and independent testing 
data. This ensured that patients which were used to train the CNN were not used again in the validation data designed 
to validate the CNN model or for final testing. The distribution of patients is shown in Table I. In the CNN, we did not 
make any additional parameters to account for patients known to be experiencing muscle loss. This ensured a more 
robust network that will contain independent predictive characteristics based solely on the segmentations provided by 
the specialist. 

 

Table I. Number of patients and images used for training, validating, and testing the network. 

Training Validation Testing 

# of Patients # of Images # of Patients # of Images # of Patients # of Images 

61 682 3 85 5 137 
 

Network Description 

Segmentations were created using a supervised U-Net architecture constructed in MATLAB 2019a, shown in Figure 210. 
We modified a pre-existing architecture to achieve our desired results. The original U-Net architecture consists of an 
encoder subnetwork and decoder subnetwork that are connected by a bridge section. The encoder and decoder 
subnetworks in the U-Net architecture consists of multiple stages. EncoderDepth, which specifies the depth of the 
encoder and decoder subnetworks, sets the number of stages. The stages within the U-Net encoder subnetwork consist 
of two sets of convolutional and rectified linear unit (ReLU) layers, followed by a 2x2 max pooling layer. The decoder 
subnetwork consists of a transposed convolution layer for upsampling, followed by two sets of convolutional and ReLU 
layers. The bridge section consists of two sets of convolution and ReLU layers. The bias term of all convolutional layers is 
initialized to zero. Convolution layer weights in the encoder and decoder subnetworks are initialized using the method 
developed by He et al.11.  
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Root mean squared propagation (RMSProp) was used as the optimizer. RMSProp adapts the learning rate with a moving 
average of the parameter gradients. Dice Similarity Coefficient was used as the classification loss function12. Training was 
performed for 25 epochs, with an initial learning rate of 10-4, which was decreased by a factor of 0.25 every 4 epochs. 
These parameters were found empirically based on the DSC performance in the validation group when compared to the 
results from the training data. After segmentation by the network, objects less than 200 pixels in area are removed from 
each CT slice. This was also determined empirically using the training and validation segmentation results. Once the final 
model and post-processing methods were determined, the test data was evaluated once, to determine the 
generalizability of the method.  

 

 
Figure 2. U-Net architecture used for the segmentation. 

 

Evaluation Metrics 

We evaluated the robustness of the trained CNN by calculating the following metrics: Dice Similarity Coefficient (DSC), 
precision, recall13, and absolute percent area change from ground truth in muscle between the reference and network 
segmentation. DSC (Equation 1) describes the degree of overlap between a ground truth segmentation A and the 
segmentation B produced by the CNN. A value of 1 indicates perfect overlap between the two images. 

Dice Similarity Coeffiecient =  
2(𝑨𝑨 ∩ 𝑩𝑩)
(𝑨𝑨 + 𝑩𝑩)

                                                   (1) 

Recall (Equation 2) quantifies how accurately the network performed when identifying the abdominal muscle in the 
image. Here, true positives are muscle pixels correctly classified as muscle by the network, while false negatives refer to 
background pixels incorrectly classified as muscle. A recall value of 1 indicates all pixels labeled by the network as muscle 
are in fact muscle.  

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  
𝑇𝑇𝑇𝑇𝑇𝑇𝑅𝑅 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅

𝑇𝑇𝑇𝑇𝑇𝑇𝑅𝑅 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅 + 𝐹𝐹𝑅𝑅𝑅𝑅𝑃𝑃𝑅𝑅 𝑁𝑁𝑅𝑅𝑁𝑁𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅
                                              (2) 

Precision (Equation 3) is a measurement of the amount of muscle the network detected in the image. In addition to true 
positives described above, precision also uses the number of false positives, or pixels of muscle that were classified as 
background by the network.  
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𝑃𝑃𝑇𝑇𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =   
𝑇𝑇𝑇𝑇𝑇𝑇𝑅𝑅 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅

𝑇𝑇𝑇𝑇𝑇𝑇𝑅𝑅 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅 + 𝐹𝐹𝑅𝑅𝑅𝑅𝑃𝑃𝑅𝑅 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅
                                             (3) 

Absolute percent area difference from ground truth ΔGT (Equation 4) is a metric designed to make a quantitative 
characterization of the robustness of the network by comparing the area established in the ground truth segmentations 
made by the specialist, and the segmentations created by the CNN. This is useful to evaluate the method for clinical 
applications in which the end goal to monitor the change of muscle mass of a patient over time.  

𝛥𝛥𝐺𝐺𝐺𝐺 =  � 
𝐴𝐴𝑇𝑇𝑅𝑅𝑅𝑅 𝑃𝑃𝑓𝑓 𝐼𝐼𝑃𝑃𝐼𝐼𝑇𝑇𝑃𝑃 − 𝐴𝐴𝑇𝑇𝑅𝑅𝑅𝑅 𝑃𝑃𝑓𝑓 𝑂𝑂𝑇𝑇𝑃𝑃𝐼𝐼𝑇𝑇𝑃𝑃

𝐴𝐴𝑇𝑇𝑅𝑅𝑅𝑅 𝑃𝑃𝑓𝑓 𝐼𝐼𝑃𝑃𝐼𝐼𝑇𝑇𝑃𝑃
 × 100 �                                         (4) 

 

RESULTS 

Results for the evaluation metrics for the network segmentations are shown in Table II. All metrics had low variability, 
therefore the standard deviations are very narrow. This suggests the CNN model had robust performance across all 
images. The mean DSC for the testing group was 0.92, with a standard deviation of 0.024. This result indicates the ability 
for this CNN to obtain segmentations very similar to that of the trained specialist. Mean recall and precision values for 
the test data were 0.91 +/- 0.036 and 0.93 +/- 0.033, respectively; meaning that our network was able to correctly 
segment abdominal muscle for the majority of the independent test data cases presented. The absolute percent area 
difference obtained from the testing data was 5.0 +/- 0.034. This metric is comparable to the absolute percent area 
difference obtained for the training data, and an improvement from the validation data. This demonstrates that overall, 
the CNN correctly segmented the area associated with abdominal muscle 95% of the time.  

Evaluation metric distributions in the test dataset are shown as individual histograms in Figure 3. Segmentation results 
for the worst case, average case, and best case are displayed in Figure 4, respectively. We labeled these cases by 
comparing DSC values of the testing data. We chose DSC to make this assessment because obtaining segmentations with 
high similarity to the segmentations made by the physician is arguably the most important goal of this work. 

 
Table II. Average +/- Standard Deviation for Segmentation Results per Image. 

 DSC Recall Precision |% Area Diff.| 

Training 0.92 +/- 0.032 0.92 +/- 0.035 0.91 +/- 0.046 4.6 +/- 0.045 

Validation 0.92 +/- 0.035 0.94 +/- 0.021 0.89 +/- 0.057 6.3 +/- 0.069 

Testing 0.92 +/- 0.024 0.91 +/- 0.036 0.93 +/- 0.033 5.0 +/- 0.034 

 

The histograms shown below reiterates the results displayed in Table II above. For the test data DSC, the values ranged 
from 0.86 to 0.95, demonstrating consistent network performance. For recall and precision, the results ranged from 
0.81 to 0.96, and 0.82 to 0.98, respectively. This suggests no noticeable bias in the network to over segmentation or 
undersegmentation. The percent area difference from ground truth varied by up to 16% in the worst case. However, 
59% of images had a ΔGT below 5% and 89% of images had a ΔGT below 10%.    
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Figure 3: Histogram of the DSC, recall, precision, and absolute percent area difference values from the test dataset (N = 137 images).  

 

Qualitative results from the segmentation for select images are shown in Figure 4, where the dark blue background 
represents the original CT image and the light blue is the segmentation generated by the CNN. In Figure 4 A1-A3, the 
three worst segmentation results are shown, with DSC values of 0.86 to 0.87. For Figure 4 A1, both oversegmentation 
and undersegmentation are observed, while for A2 and A3, undersegmentation is the predominate cause of error. Figure 
4 B1-B3 show average segmentation results from our CNN, each with a DSC of 0.92, with slight undersegmentation seen 
in B1 and slight oversegmentation observed in B2 and B3. Figure 4 C1-C3 represent the best results, each with a DSC of 
0.95. Minute oversegmentation is seen in C2. Overall, the most common source of oversegmentation was seen involving 
the liver, suggesting the network had difficulty identifying the tissue barrier between the liver and the abdominal muscle 
is some cases.  

 

Proc. of SPIE Vol. 11317  113170L-6
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 07 May 2020
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



 
Figure 4: Examples of CT images with low (A1-A3), average (B1-B3), and high (C1-C3) DSC results. Among the images, both 
oversegmentation and undersegmentation are observed.  

 

DISCUSSION 

The consistent DSC, precision, recall, and percent area difference from ground truth values between the groups (Table II 
& Figure 3) suggests the neural network model is well trained without being over-fit to either the training data or the 
validation data. In particular, the similar values for precision and recall suggest the network has no bias towards 
oversegmentation or undersegmentation.  The mean vales for DSC, precision, and recall each exceeds 90%, which 
supports the ability for our CNN model to effectively segment skeletal abdominal muscle comparably to a trained 
specialist.  

The most common oversegmentation occurred in regions near the liver, as seen in Figure 4 A1. This is probably due to 
the similar textures present in the abdominal muscle and liver muscle as represented in the CT images or difficulty in 
determining organ boundaries between the liver and abdominal muscle. Additionally, several patients with arms in the 
imaging field had portions of the forearm segmented. The presence of arms is caused by inconsistent CT image 
acquisition in the clinical setting. As a result of our limited training data, our CNN was unable to classify the arms in some 
cases.  

In addition to oversegmentation, undersegmentation occurred in some narrow regions of abdominal muscle, most 
notably seen in Figure 4 A2 and A3. This could be due to the presence of fat between muscles or fatty-replaced muscles, 
which would have been segmented in the reference but might be missed by the neural network as the texture would 
appear different when compared to the neighboring muscle. Anatomical differences, such as intramuscular fat, vary 
highly between individuals and presents itself as a limitation of the deep CNN solution without extensive training. This 
further proves the importance of introducing many different patients to ensure as much variability as possible in the 
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training data set. In cases such as these, the evaluation metrics for the network performance would improve if the 
reference standard accounted for the small regions of fat.  

 

CONCLUSION 

A U-Net was used to segment abdominal muscle of patients by 2D image analysis, with a mean DSC value of 0.92 for an 
independent test dataset. These segmentations had a mean absolute percent area difference of 5.0% when compared 
to the reference standard. These segmentations could be useful to physicians who desire to track changes in abdominal 
muscle throughout treatment in order to determine how a patient is responding. By automating the segmentation 
process, the physician can spend less time performing tedious tasks such as manual segmentation, and more time with 
the patient.  

In this work, we present an accurate segmentation of abdominal muscle on CT slices using U-Net and simple pre- and 
post-processing methods. The segmentations are accurate in terms of both DSC and absolute percent area difference, 
suggesting that the method could be useful as an automated way of tracking changes in abdominal muscle over time. 
This method can also be used as a possible indication of how a patient is responding during treatment. Additionally, 
several patients with arms in the imaging field had portions of the forearm segmented. This could be improved by 
implementing another classification that delineates background, abdominal muscle, and other muscle. This solution 
would require several abdominal CT images that include arm segmentations as well.  

Another issue we faced was the undersegmentation which occurred in narrow regions of abdominal muscle, as seen in 
Figure 4 A2 and A3. This could be corrected by comparing neighboring slices from the results of the neural network. If 
there is a significant difference between two slices, the CNN may have incorrectly labeled an area. Post-processing can 
be implemented to check for missing abdominal muscle. Then, we could fill any gaps created by undersegmentation. The 
limitation to this approach is undermining significant muscle mass changes that may be characteristic of sarcopenia. 
Further understanding of what determines a “significant” skeletal abdominal muscle mass changes must be understood 
further to introduce post-processing image correction in the clinical setting. 

Further work to improve the robustness of our neural network will increase the efficacy of our model for segmenting CT 
images. We used DSC, precision and recall to quantify the efficacy of our model. We achieved a mean DSC of 0.92, mean 
precision of 0.93, and mean recall of 0.91 in an independent test set. Percentage area difference from ground truth was 
also quantified in this study, with a mean value of 5% in the testing data. Also, volume analysis could also support the 
capabilities of our automatic segmentation CNN model. We can use our current model to analyze percentage volume 
area difference by catenating our 2D images into 3D images. This will allow the radiologist to gain more information 
about differences in volumetric muscle loss.  
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